




 Course Requirements and Assignments
SJSU classes are designed such that in order to be successful, it is expected that students will spend a
minimum of forty-five hours for each unit of credit (normally three hours per unit per week), including
preparing for class, participating in course activities, completing assignments, and so on. More details about
student workload can be found in 

http://www.sjsu.edu/senate/docs/S12-3.pdf
http://www.sjsu.edu/senate/docs/S12-3.pdf
http://www.sjsu.edu/senate/docs/F69-24.pdf
http://www.sjsu.edu/senate/docs/F69-24.pdf


83 – 86 B

80 – 82 B-

77– 79 C+

73 – 76 C

70 – 72 C-

67 – 69 D+

63 – 66 D

60 - 62 D-

0-59 F

Breakdown
Homework: 25%
Exam 1: 25%
Exam 2: 25%
Final Project: 25%

Note that "All students have the right, within a reasonable time, to know their academic scores, to review
their grade-dependent work, and to be provided with explanations for the determination of their course
grades." See University Policy F13-1 at http://www.sjsu.edu/senate/docs/F13-1.pdf 
(http://www.sjsu.edu/senate/docs/F13-1.pdf)for more details.

 University Policies
Per University Policy S16-9 (PDF) (http://www.sjsu.edu/senate/docs/S16-9.pdf), relevant university policy
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 Course Schedule
CS 271 / Topics in Machine Learning, Spring 2025, Course Schedule

The schedule is subject to change with fair notice communicated via Canvas course page/in-class

Course Schedule
Week Date Topics, Readings, Assignments, Deadlines

1 01/23 Introduction

2 01/28 Classification, Regression, Generalization and Model Complexity

2 01/30 K Nearest Neighbors, Linear Models, Naïve Bayes

3 02/04 Decision Trees, Kernelized SVM

3 02/06 Neural Networks Fundamentals

4 02/11 Introduction to Deep Learning

4 02/13 Computer Vision with Convolutional Neural Networks

5 02/18 Advanced Computer Vision: Architectures

5 02/20 Computer Vision Applications, Neural Style Transfer

6 02/25 Generative Adversarial Networks: DCGAN, SRGAN, CycleGAN
and InfoGAN

6 02/27 Autoencoders: Vanilla, Sparse, Denoising and Stacked

7 03/04 Recurrent Neural Networks, BPTT, Vanishing and Exploding
Gradients

7 03/06 RNN Cell Variants, RNN Variants and RNN topologies



Week Date Topics, Readings, Assignments, Deadlines

8 03/11 Attention mechanisms in RNN, Transformers and other SOTA
models

8 03/13 Exam 1

9 03/18 Language Modeling: Types, Bag-of-Words, Stopwords,
Rescaling, Model Coefficients, n-Grams, Advanced Tokenization,
Stemming and Lemmatization

9 03/20 Different kinds of Embeddings

10 03/25 Large language models: BERT and derivatives

10 03/27 Sequence to sequence learning and speech recognition

11 04/01 Spring recess – no classes

11 04/03 Spring recess – no classes

12 04/08 Unsupervised Learning: PCA, NMF, Manifold Learning

12 04/10 Unsupervised Learning: K-Means, Agglomerative Clustering,
DBSCAN, CART

13 04/15 Robustness of Models

13 04/17 Time Series Analysis: Classical Approaches

14 04/22 Time Series Analysis: Data-driven Approaches
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Week Date Topics, Readings, Assignments, Deadlines

15 05/01 Exam 2

16 05/06 Project Presentations

16 05/08 Project Presentations

 

 

 


